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Introduction

Computational fluid dynamics (CFD) is an enginegifield in which flow fields and
fields of related scalar variables, such as temipexand chemical species
concentrations, are calculated in great detaitfferdomain of interest. The flow field
calculations are performed by solving discretizauns of the equations for the
conservation of mass, momentum, energy, and ogh&rant variables. The final results
are detailed maps of the flow field showing fluielacities, temperatures and species
concentrations throughout the system. These resattbe used to gain a better
understanding of the system of interest. CFD tesan illustrate how a piece of
equipment operates, how to troubleshoot problems,tb optimize performance, and
how to design new equipment.

During the 1950s and 1960s, CFD was used mairtlyeraerospace and defense
industries. This was followed by the power generaindustry (especially the nuclear
industry) and the automotive industry in the 1970% process industries did not start to
use CFD seriously until the 1980s and 1990s. Onkeeoimportant reasons for the
relatively late adoption was that chemical reactoescharacterized by so many complex
phenomena. These include heat transfer, multipf@seand homogeneous and
heterogeneous reactions. The development of metbadsdel these complex physical
phenomena has occurred in recent years. Much medees been made, and CFD is now
used to model accurately many pieces of plant egei, such as fluidized beds, packed
bed reactors, cyclone separators, spray dryer&léablumns, stirred vessels, static
mixers, and more.

One way that CFD results differ from traditionabfysis methods is in the amount of
detail that they provide. Whereas traditional md#)such as design based on
correlations of experimental data or overall thedgr@amic balances, provide general
design guidelines, they do not usually provideghsinto the internal workings of the
equipment. For example, in a chemical reactor wheveral competing reactions take
place, the final product composition may depend@muniformities in the



concentration, flow, or temperature fields inside teactor. Traditional methods that
make use of average values inside the reactoradrabie to take into account the effect
of such non-uniformities. CFD methods, which tyficaalculate flow field variables at
hundreds of thousands of points inside the reactoome up with overall reaction rates,
are far better suited for the analysis of suchesyst

Another difference between CFD and traditional gieshethods is the minimal reliance
of CFD on experimental data and extrapolation af ttata to different scales, a process
known as scale-up. CFD relies on solving the furettal equations of motion and
conservation. These equations are scale-indeperatehtan be solved directly for the
full-scale equipment.

While CFD provides a number of advantages overrahalysis methods, high fidelity
CFD can come at a cost. It typically requires the of specialized CFD software that
offers extensive modeling capabilities, the avaliigtof a skilled CFD analyst to set up
the model and interpret the results, and high-emdputing resources. In recent years,
however, the cost of high-end computing has drogobdtantially as the speed and
power of processors have increased at a similar @usters of inexpensive computers
can now do jobs that previously required supercdsrpuln addition, new CFD software
products have been introduced with limited captsdiand easy-to-use front ends. These
new tools are designed to make CFD available tespatialists who want quick

decision support for product design or trouble-simgo

In this article, the conservation equations thacdbe fluid motion are reviewed, and the
general methodology behind CFD is summarized. Té@sshat are typically followed
during an analysis are described and illustratedrbgxample of a reacting fluidized bed.

Conservation equations

CFD is based on the principle of solving consepragquations for all relevant variables.
The conservation equations include the transpdtiefariable throughout the domain,
as well as either its creation or its destructidanserved variables include:

e Mass,
e Momentum,
* Enthalpy,

» Turbulent kinetic energy,

* Turbulent energy dissipation rate,

» Chemical species concentrations,

* Local reaction rates, and

» Local volume fractions for multiphase problems.

The equation for conservation of mass, also terthedontinuity equation, has the form:
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Herepis the fluid density, and; is the fluid velocity in the; direction. When an index,
such as, is repeated in the same term, it means thaetine is a summation over all
possible values of the index. The first term onléfehand side describes the change in
fluid density over time, and the second term dégsrihe transport of the fluid. For
incompressible fluids, which have a constant dgn#ie continuity equation reduces to
the following, simpler form:
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The statement for the conservation of momentuno, kat®wn as the Navier-Stokes
equation, is as follows:
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The first term on the left hand side describes/dréation of the fluid momentum in time;
the second term describes the transport of the mtumein the flow (convective
transport). The first term on the right hand sidsatlibes the effect of gradients in the
pressure; the second term, the transport of momentum ddieetonolecular viscosity
(diffusive transport); the third term, the effe€tgpavity g; and in the last ternk; lumps
together all other forces acting on the fluid. Tragles for solving the set of four
equations (one continuity and three momentum egusitiare discussed in a later section
of this article. When the flow is compressibldasitisually necessary to close the system
of equations listed above using a thermodynamiatgp of state (such as the ideal gas
law) that calculates the density as a functioreofperature and pressure.

For steady state flows, the first term on thehaiihd side is zero. For turbulent flows,
which are unsteady, it saves time and computeuress to calculate a single, time
averaged flow field only, instead of solving foetfull time dependent flow field. In
order to do this, the velocity is written as thensof a constant and fluctuating
component; + u;’), and the momentum equation is averaged over tieselting in the
following modified conservation equation for momant
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A new term is introduced, the so-called Reynoldsssesy,'u;". The overbar denotes a

time average. This term is the correlation betwerturbulent velocity fluctuations'
andy', and it describes the transport of momentum imikean flow due to turbulence.
This term is difficult to model, and over the yeargariety of turbulence models have
been developed. Turbulence models are necessacgltadating time-averaged flow
fields directly, without first having to calculagefully time-dependent flow field and then
doing time averaging. The use of turbulence modeaiserefore much more
computationally efficient. A detailed discussiorbesyond the scope of this article, but it
is important to note that not all turbulence modeks equally suited for all types of flow.
Table 1 summarizes the most common turbulence rm@ohel their properties.

For the other conserved quantities, conservatiortans of a form similar to the
momentum conservation equation are solved. Thasdlysnclude a time-dependent
term, a convective transport term (describing thaedport of the variable due to the mean
flow), a diffusive transport term, and a generalizeurce term describing all other
physical effects.

Table 1: Summary Of Turbulence Models

M odel Description, Advantages and Disadvantages

Standard ke | The most widely used model, it is robust, economarad time-tested. The
Reynolds stresses are not calculated directlyateimodeled in a simplified
way by adding a so-called turbulent viscosity t® tholecular viscosity. Its
main advantages are a rapid, stable calculatiahreasonable results for
many flows, especially those with a high Reynoldmber. It is not
recommended for highly swirling flows, round jets for flows with strong
flow separation.

RNG k€ A modified version of the k-model, this model yields improved results for
swirling flows and flow separation. It is not wsllited for round jets, and is
not as stable as the standars ikodel.

Realizable k-| Another modified version of the &model, the realizable &model correctly

€ predicts the flow in round jets, and is also walted for swirling flows and
flows involving separation.

Spalart- The Spalart-Allmaras model was developed for exdiows in aerospace

Allmaras applications. It provides good answers for attadtegs and flows with mild
flow separation. It is not commonly used for praceslustry applications.

RSM The full Reynolds stress model provides goaligtions for all types of

flows, including swirl, separation, and round amahgr jets. Because it
solves transport equations for the Reynolds stsedisectly, longer
calculation times are required than for the kxodels.

LES Large eddy simulation is a transient formulatilbat provides excellent
results for all flow systems. It solves the Nav&tokes equations for large-
scale turbulent fluctuations and models only thalsstale fluctuations
(smaller than a computational cell). Becausedt isansient formulation, the
required computational resources are considerabfjet than those required




for the RSM and ke family of models. In addition, a finer grid is rksal to
gain the maximum benefit from the model and to eately capture the
turbulence in the smallest, sub-grid scale eddiealysis of LES data usuall
requires some degree of planning in advance oflimgjlthe model.

CFD Methodology

Overview

The general methodology followed during a CFD asialis comprised of the following
steps:

1. Geometry creation

2. Grid generation

3. Defining the model by specifying physical modelsybdary conditions, and initial
conditions

4. Specification of the numerical methods to be useddlving the model equations

5. Performing the calculation

6. Analysis and interpretation of the results

Preprocessing

The first steps, geometry and grid creation, ase egferred to as preprocessing. In the
first step, geometry creation, a computer modetesited of all flow passages and those
solid components that need to be included in tla thansfer analysis. The geometry is
created in a way that is similar to three-dimensi@olid model creation in computer
aided design (CAD) software, and in software usedtructural analysis. In fact, it is
becoming more and more common to import CAD geaseinto the CFD preprocessor
instead of creating the whole geometry from scrasihg the preprocessor. An important
difference between the computer models construotestructural analysis applications
and those constructed for CFD is that the formeguire details of the solid parts,
whereas the latter require details of the flow pges, or the space enclosed by the solid
parts. Hence, when CAD models are imported into @FEprocessing software, new
volumetric entities for the flow passages usua#lyéhto be created from the imported
solid surfaces. Furthermore, certain geometricildetaat can be present in the CAD
model (e.g. boltheads, weldlines, and flange dgthilt that are not relevant to the CFD
analysis can (and should) be removed.

Although it is common to use three-dimensional gei@s, some problems can be
solved suitably in two- dimensions. For example, ftow in a straight circular pipe in
the absence of gravity or asymmetric heating igpethdent of the angular position. In
such cases, it is sufficient to create a two-dinmrad geometry, taking into account the
axial and radial directions, but ignoring the cirderential (“tangential”) coordinate.



Once the geometry has been created, a computagodabr mesh, has to be generated.
During grid generation, the flow domain definedhe geometric model is subdivided
into a large number of computational cells. The Gelver will later solve conservation
equations inside each computational cell, keepiacktof what enters and leaves through
each of the cell faces. Generating a suitableigriderefore of utmost importance for the
success of the model calculations. Different ggdes with different shapes can be used
to this effect. For 2D boundary layer flow, for exale, it is better to use up to ten layers
of quadrilateral cells than triangular cells in tiear-wall region. To accurately capture a
2D jet entering a plenum, at least ten cells shbeldsed for the jet cross section to
avoid excessive spreading. These guidelines caxteaded to 3D cases, and depend on
the overall dimensions and requirements of the aakand. In most software, the initial
grid can be refined or coarsened during the cooirige solution, to better resolve
gradients or capture other effects, if needed.éigushows some of the most commonly
used types. The corner points of the cells aregneddo as nodes. For two-dimensional
models it is common to use triangular or quadritdteells. For three-dimensional

models it is common to use hexahedral, tetrahegrainatic, or pyramid cells. Of
course, these are not all of the possible cellgyper example, clipping corners of
hexahedral cells can create other cell shapescdanamodate such shapes, some CFD
software allows the use of arbitrary polygonaleNith any number of faces.

There are different ways in which the cells camlis¢ributed throughout the domain.
When the mesh consists solely of quadrilateralexahedral cells distributed throughout
the domain in a regular, stacked pattern suchassttown in Figure 2, the mesh is
referred to as a structured mesh. The use of suattwred meshes, in which all cells are
referenced by an [, J, K index in the computatiamahain, was common in the past
because of the advantages it offered in the forsiroplified programming and
straightforward data interpolation routines. Thamuisadvantage of using structured
meshes lies in the difficulties they pose in repngisig complex shapes. Now it is more
common to use unstructured meshes, such as thahshd-igure 3. In unstructured
meshes, cells can be arranged in an arbitrarydasfihe user can choose the cell
arrangement that is most suitable for reprodudiegdetails of the geometry.
Unstructured meshes can use only one cell typelfe.gll hexahedral or all tetrahedral),
or mix different cell types as shown in the meskigure 3. Meshes that combine
different cell types are usually referred to asrid/meshes.

For very complex geometries, meshing can be siraglity subdividing the flow domain
into different volumetric zones that can be meshddpendently, choosing the best mesh
type for that particular zone. The meshes for ifferént zones then can be combined
into one mesh, usually called a multi-block mesHew combining the meshes for the
different zones, the cells and the nodes at theedHfaces do not necessarily have to be
lined up exactly. Multi-block meshes where the reodethe shared faces do line up are
called conformal meshes, and those where they tineoup are called non-conformal
meshes.



Model definition

Once the mesh has been created, the scope ofdblemprto be solved has to be
specified. This step includes specifying the matgmoperties, defining the physical
models, setting the boundary conditions, and spagfthe initial conditions.

A wide range of physical models is available in hemmmercial CFD software. At a
minimum the flow field will be calculated by solgrthe conservation equations for mass
and momentum. In addition to flow, many of the peats encountered in the process
industry involve heat transfer as well. For sucpli@ptions, the temperature field can
also be calculated, which is commonly done by sgia conservation equation for
enthalpy. For problems involving chemical reactitbrg transport equations for the
chemical species involved in the reaction(s) wélldmlved. The creation and destruction
of the species due to the reaction are modeleddansof source terms in these
equations. The reaction rates determining theseeederms are calculated locally, based
on values of species concentrations and temperat@ach variable storage site (a point
at the center of each computational cell). Theiguaf the CFD predictions for reacting
systems depends largely on the availability of eeteureaction rate constants. Many real
life systems involve a certain number of main rieest and another number of side
reactions that progress at much slower rates. \WHeetotal number of reactions is very
large, or when the reaction constants for theileg®rtant side reactions are not known,
the reaction model is often simplified to includdyothe most important reactions.

Multiphase flows are common in many types of precguipment. In such equipment
there is usually one main continuous phase (a pyiplaase), and one or more dispersed
(or secondary) phases. Multiphase flows can be fadde a number of different ways.
The most straightforward method is to calculatengle-phase flow field and then to
calculate the trajectories of a finite number aftigke streams for the dispersed phase that
include the effects of drag, buoyancy, and turbecgeiiHere the term particle is used in
the most general sense; it includes drops and balas well.) This so-called Lagrangian
particle tracking calculation shows how the pagscare dispersed throughout the
domain. Physical phenomena such as particle eviagoraoiling, or surface reaction

can be included in the tracking algorithm as wHile effect that the particles have on the
flow field can be modeled by including particlejé@tory-dependent source terms in the
momentum (or other) equations for the fluid. P#ticacking models are best suited for
systems with low volume fractions (< 10%) of thep#irsed phase. Examples of systems
that are commonly modeled using this method araysgryers and liquid fuel or coal
combustors.

Eulerian multiphase flow models work differentliRather than compute individual
particle trajectories, the primary and secondamspl are modeled as interpenetrating
continua using separate sets of conservation emsatin addition to a set of momentum
and continuity equations for each phase, a voluaxibn equation for each secondary
phase is also solved. Momentum exchange termsielteled that depend on the
buoyancy, drag, and lift of the secondary phasegbes. CFD predictions are for the
flow fields for both phases, which are usually eliént, depending on the system
characteristics. Eulerian multiphase flow models lsa formulated for any number of



phases. Break-up and coalescence can be includddofalets or bubbles, along with
mass transfer between the phases. When one aét¢badary phases consists of a
granular material, a maximum packing density capriescribed for that phase, and a
special treatment is used for the granular visg@sid granular pressure. Eulerian
multiphase flow models are commonly used for flzédi beds, stirred vessels, and
bubble columns.

Other types of multiphase flows are free surfaoe$l, where there is a well-defined
interface between two continuous phases. Examplescoh flows can be found in liquid
separators, unbaffled mixing vessels where sudatermation occurs when a central
vortex forms, mold filling applications, and blowoiding applications. With free surface
flows, mass and momentum conservation equationsadved, along with an equation
that describes the movement of the interface.

The material properties that have to be specifegatedd on the physical models chosen.
For flow field calculations only, it is usually digient to specify the density and the
viscosity. The fluid can be incompressible (constsEmnsity) or compressible (either a
compressible liquid or an ideal or non-ideal gad$k viscosity can be either Newtonian
or non-Newtonian (independent or dependent on saéarrespectively). Any type of
non-Newtonian fluid can be modeled, including sktbarning fluids, yield stress fluids,
and visco-elastic fluids, assuming that the viggdsehavior is known. Unfortunately,
this is not always the case. For fluids with compleeological behavior such as paper
pulp, dough, and other visco-elastic fluids, ibften difficult to determine the rheology.
In such cases, simplified rheologies often haveetaised, and it is not uncommon to
model the fluid as Newtonian using an effectiverage viscosity that is known to give
good results for such quantities as pressure drégrgue predictions in rotating
equipment.

When heat transfer is involved, the density andosgy can be functions of temperature,
and the thermal properties of the fluid have tetescribed as well. These properties
include heat capacity, thermal conductivity, molacweight (for gases), and the thermal
expansion coefficient. For problems involving cheahispecies, all physical properties
have to be specified for all of the species, alith a method to calculate the average
property for mixtures in each cell using the prajgsrof the component species.

To complete the model specification, boundary cionl have to be specified. These
describe the flow conditions at the domain bouregarit flow inlets one can usually
specify the fluid velocity, a mass flow rate, orialet pressure. Depending on the
problem definition, the inlet temperature, speci@scentrations, turbulence properties,
and volume fractions of any secondary phases nesba supplied. At flow exits, one
usually specifies an outlet pressure, and if emtn@int through a flow exit is anticipated,
the exit should either be moved downstream or Ihaumdary conditions carefully
specified for the entrained flow. For problems wotily a single flow exit — far from
recirculation zones - no such boundary conditioes@quired. One can also set
guidelines regarding how much of the mass entehaglomain from the inlet(s) exits
through each of the outlets. At the domain wakis,wall can be prescribed to move at



exactly the same velocity as the adjacent fluidhwid imposed frictional drag (a so-
called slip condition), or the wall can be assigtteelmore common no-slip condition,
where a constant wall velocity (tangent to thedfllow), usually zero, is set. The shear
stress at the wall can also be prescribed. Wheprtitdem involves heat transfer,
boundary condition options include a specified Hiest (which can be zero to model
well insulated, or adiabatic, walls), a specifiethperature, or an external heat transfer
boundary condition that may include heat lossestduadiation.

For problems involving repeating geometry and flamditions, it often is sufficient to
model the flow in only one section of the domaiattis identical to that in other sections
of the same size. At the appropriate boundarig¢kaifsection, either periodic or
symmetry boundary conditions can be prescribed.

For problems where the fluid behavior is steadythedinal solution is independent of
the initial conditions, calculations can usuallydaeried out in a steady state fashion. For
problems that describe transient behavior or aaire a time-marching solution
technique, initial conditions must be suppliedddition to boundary conditions. These
include the state of the flow field, concentratieeids, and temperature fields at time

zero at all locations in the domain.

As part of the specification of the physical modatsl boundary conditions, the user has
to specify the body forces on the fluid. Body faege those forces that act on the entire
volume of fluid throughout the domain. These forcedude gravity, electromagnetic
forces (if relevant), and the Coriolis force fotating domains.

Numerical methods

There are a variety of numerical methods availabkolve the conservation equations.
The most commonly used method in commercially abédl CFD software today is the
finite volume method. Excellent descriptions okthiethod can be found in Patankar
(1980) and in Versteeg and Malalasekera (1995)h Wi finite volume method, an
integral form of the conservation equations is edliay performing a mass and
momentum balance over all faces of each computtowil. There are, however, many
other methods available, such as the finite elemmathod (where the equations are
solved in differential form, instead of in integfatm), vorticity based methods (where
conservation equations for vorticity are solvedaas of those for momentum), and
spectral element methods (where the equationsarsformed into Fourier space before
being solved). The main advantage of the finiteig@ method over other methods is
that it conserves mass on coarse as well as fisdeseincluding those with large
numbers (tens of millions) of computational cedisd performs well for turbulent flows.

One disadvantage of the finite volume method, h@neas that because velocities and
other variables have to be interpolated from thieceaters (the storage sites) to the cell
faces so that face fluxes can be computed, a nextaount of numerical error is
introduced. These errors tend to have the effedeofeasing the sharpness of gradients
in the flow when compared to real life, similarttow diffusion smooths out gradients in



all scalar fields. This error is therefore termednerical diffusion, and it is present in all
CFD simulations performed using the finite volumethod. It can be minimized by
using meshes that are finer in regions where gjesgients in the flow occur, and by
choosing accurate interpolation methods (also @¢alienerical schemes) that result in a
small error (usually at the expense of increasadpcation time). However, for flows
where gradients tend to be relatively small, siemadime averaged turbulent flows, the
numerical diffusion may be insignificant. The feglement method is not as prone to
numerical diffusion, and therefore tends to givieisons that are more accurate for a
given number of cells for flows that have sharpdgrats. Examples of such flows are
laminar flows at very low Reynolds numbers. Thétémrlement method is not as
computationally efficient as the finite volume madhfor turbulent flows or for meshes
with large numbers of cells. Most applicationshia process industries involve turbulent
flows in complex geometries that require fine masfde finite volume method is used,
therefore, for most applications. The finite eletm@ethod tends to be the better choice
for applications involving very viscous fluids, $uas those encountered in blow molding
and extrusion processes.

Solution

Once the solution method has been chosen, thel aelgalations are performed using an
iterative procedure. The solution procedure isodews. Starting with an initial solution
provided by the user (which may be a value of Zerall variables throughout the
domain), the solver determines the error in thesnassl momentum balances for each
computational cell. This error is also known asrégmdual. Based on that error, the
solver determines what adjustments need to be toatie various variables to improve
the balances for each cell. These adjustmentsppteed to all cells in the domain, and
the procedure is repeated until the error in thet®m is smaller than a preset tolerance
specified by the user. At that time, the solutisonsidered converged and the
calculation is halted. There are many different svaywhich this concept can be
implemented, and many mathematical techniquesvaithle to enhance the rate of
convergence and to improve the solver’s abilitgdaverge to a stable and accurate
solution. A discussion of these techniques is bdybe scope of this article.

Postprocessing

The final step in a CFD simulation is to analyzd arterpret the results, a step also
referred to as postprocessing. Typical CFD resuttside values for the pressure, the
three velocity components, turbulence propertEsperature, and species concentrations
at all grid cells in the domain (which is typicatiy the order of several hundred thousand
in today’s applications). The total amount of aahlé data is thus extremely large and
detailed. In order to be useful to an engineergddta has to be presented in an
understandable way.

The objective of the simulation might be to obtairantitative estimates for certain

global variables, such as an overall reaction theefemperature in a certain location, or
the pressure drop across the domain. These cealtadated from the CFD solution in a
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relatively straightforward manner. The result®alan be presented graphically, and
there are many options available for doing so.

Iso-surfaces can be constructed by connectingaitpin the flow domain that have the
exact same value of a given variable. These swgfeae be colored by contours of any
other variable. Iso-surfaces are useful to viseatiertain flow field features, such as the
central vortex in the cyclone separator shown gufé 4. Contour plots can be used to
show the local values of scalar variables. A csession of the flow domain is created
and colored by the local value of the variablendéiest, e.g. temperature. A color scale is
used indicating how each color corresponds to ticevalue of the variable. Such plots
can be used to quickly see the variation of impant@riables throughout the domain. An
example of a contour plot is found in Figure 5, ethis described in the example in the
following section.

A commonly used graphical visualization of the fléeld is through plots of velocity
vectors. An example, also taken from the simulatiescribed in the following section,
is shown in Figure 6. The velocity vectors pointhe direction of the fluid flow where
the vector originates. The length of the vector lsamade proportional to the local
velocity magnitude, such that longer vectors intdfidagher velocities. The vectors can
also be colored by the velocity magnitude, or by @imer variable, as desired.

Other methods to visualize the flow field make as#ow lines, of which different types
are available. Streamlines are useful in 2D sinuiat They are curves that are tangent
to the flow field and whose spacing is such thisted mass of fluid passes between any
pair of lines. For 3D geometries, pathlines cardigstructed by calculating the
trajectories of massless particles that followrtiemn flow. Streaklines are formed by a
series of particles that are continuously injedted the flow from a number of fixed
locations. For steady 2D flows, streamlines, pa#dj and streaklines are the same.
However, for unsteady (time-varying) flows, theydze very different.

Other types of flow lines also can be used. Oilfloves are pathlines that are constrained
to a given boundary surface. When calculating #tt@lme, velocity components that are
tangent to the given boundary surface are inclahebnormal velocity components are
ignored. This is useful for visualization of theuil field over an object. Timelines are
formed by placing a series of particles along a imthe flow field at time zero. The
particles are tracked for a given amount of tinme] #he curve connecting the particles is
redrawn. Timelines also are called material lizesl they are commonly used to study
the amount of stretching and deformation that ccaumixing applications.
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EXAMPLE: REACTING FLUIDIZED BED

One example that illustrates many of the concegpseribed in this article is the
conversion of ozone to oxygen in a fluidized belde Pparticles in the bed serve as a
catalyst where surface reactions take place. Toefrtbs complex process, the
commercial software FLUENT is used. The fluidizestllis simulated using the Eulerian
granular multiphase model, and a reaction is sigekih the bed to account for the
decomposition of ozone and subsequent productiaxygen.

A 2D axisymmetric model of a column 0.23 meterdiameter and 0.25 meters high is
used, following Fryer and Potter (1976). At relg bed is 0.12 meters high, and contains
sand particles impregnated with iron oxide, 117rame in diameter with a density of

2.65 g/cmi. Two gas phase species (0zone and oxygen) aréispe®©zone enters from
inlets at the base of the bed at speeds that famged to 14 cm/sec. The gas lifts and
separates the particles in the bed, allowing fttebénteraction between the ozone and
iron oxide at the particle surfaces. The decompmosrate is expressed as

K = 1.57a [O] (5)

wherea is the volume fraction of the catalyst and][@® the concentration of ozone.

After the reaction has taken place, a mixture @ingzand oxygen exits through the top of
the column. Of particular interest are the conwarsharacteristics of the bed, where
conversion is defined as

1- Cou (6)

where Gyt and G, are the outgoing and incoming concentrations ohezrespectively.
If CoudCin is small, conversion is high and the bed is opmyagfficiently.

Figure 5, discussed earlier, shows contours of#sevolume fraction 0.6 seconds after
the flow is initiated. Light gray (or red) indicateegions of pure gas, and dark gray (or
blue) indicates regions where the sand volumeitmacs maximum. The flow field is the
same whether the reaction in the gas phase ta&es pt not. Bubbles are formed near
the bottom of the bed and migrate upwards. The Isit@a bubble shape and size are grid
dependent. If a coarse mesh is used, the bublddswer in number and rounder. On
finer meshes, the bubbles are denser and moreilaredhe number and size of the
bubbles has a significant impact on the conversibe. more bubbles in the domain, the
greater the interaction between the ozone and zartitles, so the higher the conversion.

Figure 6 illustrates the velocity fields for thesgéeft) and granular (right) phases after

0.6 seconds of operation. The vectors are plotteelery fifth grid cell to make the
display easier to read. The velocity fields aréetlént in several ways. First, there is no
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granular motion on the top of the bed, where ohé/dxygen and ozone gases are
escaping. Second, while some of the larger flowures are the same for both phases,
some of the smaller ones are not. For exampldaharkarge recirculation pattern
dominates the gas flow on either side of the bedhé sand phase, perhaps owing to the
increased inertia of the material, the recirculapatterns are not as strong, and have
slightly different shapes.

In Figure 7, curves for £&/Ci, (pink) and gas holdup (red) are plotted as fumstiof the
gas velocity. The gas holdup is defined as the @tithe gas volume in the bed to the
total volume of the bed. The figure shows thatghae holdup increases with gas velocity
up to a point, after which saturation occurs. Téisecause at the low end, the increasing
gas velocity forces the bed to lift more. When sattan occurs, the bed can no longer
rise and hold additional gas.

The curve of G,/Ci, is in good agreement with data from Fryer andd?{fit976). The
results follow the trends in the gas holdup. At lgas speeds, the residence time is long,
so there is more time for the ozone to come intdad with the particles. &/Ci, is

small, so conversion is high. At high speeds, #s&dence time reduces, and the rate of
conversion tends toward a constant value.

CONCLUSION

Before embarking on any CFD simulation, it is intpot to realize that the care that goes
into the setup of the model is directly relatedh® quality of results that are obtained.
The grid should be fine enough and of optimal quat capture the flow details of
interest. The choice of physical models, for tuelmgle or multiphase, for example, should
be based on the flow regime and expected flow featBoundary conditions and
physical properties should be chosen carefulhjhabthey represent the full range of
anticipated behavior. Approximations — what to keefhe model and what to neglect —
can also play a significant role in the type okef§ that the simulation can capture.
Finally, once the setup is complete and the sirmaulas running, it is important to make
sure that proper convergence has been obtainecehedmg the results for any type of
careful analysis.

If these issues are heeded, the potential benlefitan be extracted from a simulation
are numerous. With the computational resourcedablaitoday, both in terms of speed
and power, engineers are more able to use hightgenisls and multiple, detailed
physical models than at any time in the past. ényibars to come, computing power only
will continue to increase, so CFD results will be@more and more accurate as
turnaround times shorten. Interoperability betw€&D and other computer-aided
engineering (CAE) packages is on the rise. In madystries, this has led to a recent
expansion of CFD from its use in the analysis agslgh departments to being a major
contributor to automated plant operation and preogsimization.
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Notation

a

Cin
Cout

X CETUODTT XXQ Tt o

Volume fraction of gas in fluidized bed (-)
Inlet concentration (kg/m3)

Outlet concentration (kg/m?3)

Kronecker delta function (-)

Turbulent kinetic energy dissipation rate’{st)
Net force in the direction (N)

Gravitational acceleration (nJs

Turbulent kinetic energy ()

Rate of ozone decomposition (kg-mofisec)
Molecular viscosity (kg/m-s)

Pressure (Pa)

Density (kg/n)

Time (s)

Fluctuating component of the velocity in the dtreni (m/s)
Velocity in the direction (m/s)

Spatial coordinate in the directiofm)
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Figure Captions

Examples of three-dimensional element shapes #mbe used in CFD
simulations

An example of a two-dimensional structured grid

An example of a three-dimensional unstructured grid

An iso-surface of axial vorticity in a cyclone, ocdd by velocity magnitude, is
used to show the central vortex; pathlines are tsstow the swirling flow

Gas volume fraction in a reacting fluidized bed €e6onds after operation begins
Velocity vectors of a) the gas phase and b) thewdaa phase (sand) in a fluidized
bed after 0.6 seconds of operation; the sand mdtidifferent from that of the
gas, and is restricted to the bed region

Ozone conversion (pink) and gas holdup (red) astioms of gas velocity for the
fluidized bed
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Figurel. Examplesof three-dimensional element shapesthat can be used in CFD simulations.
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Figure 2. An example of a two-dimensional structured grid.
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Figure 3. An example of a three-dimensional unstructured grid.
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Figure4. Aniso-surface of axial vorticity in a cyclone, colored by velocity magnitude, isused to

show the central vortex; pathlines are used to show the swirling flow
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Figure5. asvolumefraction in areacting fluidized bed 0.6 seconds after operation begins.
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after 0.6 seconds of operation; the sand motion is different from that of the gas, and isrestricted

Figure 6. Velocity vectorsof a) the gas phase and b) the granular phase (sand) in a fluidized bed
to the bed region
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Figure 7. Ozone conversion (pink) and gas holdup (red) as functions of gas velocity for the
fluidized bed
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